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1. Introduction 

The recent increase in fuel price is having a big impact on 

global economic developments. Everyone is worried about fuel 

consumption especially vehicle drivers. Not only does heavy 

use of petroleum increase the budget, but it also emits more 

carbon [1]. Energy saving is one of the vital issues in today’s 

world. To control the global economy, managing fuel 

consumption should be one of the main focus of ours. Although 

a lot of researchers have done significant work in this area. 

The Texas A&M institute proposed that because of 

congestion, Americans have to travel more 5.5 billion hours 

and they need to buy an extra 2.9 billion gallons of fuel, which 

cost is about $121 billion. 

An additional 56 billion pounds of Carbon Monoxide 

(CO) and greenhouse gas have been emitted for the congested 

conditions in 2011. The world is suffering from environmental 

pollution now [2, 3]. Reducing fuel consumption can also 

reduce carbon emission and sustain the clean and green 

atmosphere [4]. Although many researchers in the field of fuel 

and energy management have carried out significant research, 

the vehicle industry has also made several attempts to improve 

vehicle modernization for fuel efficiency and environmentally 

friendly technology that is economically viable [5, 6]. Vehicle 

speed prediction helps to control fuel management as well as 

reduce fuel consumption. If the speed of the vehicle can predict 

before the trip, then it would be a great contribution to energy 

optimization. In this research has predicted the speed of the 

vehicle based on different road status. A large number of 

datasets are collected from different sources. From one 

destination to another there will be multiple paths. Among these 

paths, the appropriate path has been predicted from the vehicle 

speed, which has consumed less energy and time-consuming. 

In the track road curvature, speed-breaker, traffic, road 

condition, and weather condition will be considered to predict 

the estimated vehicle speed. Considering all of the situations, 

predicting the speed of the vehicle is quite difficult. In this 

research, the speed of the vehicle can be predicted for all 

situations. However, it is difficult to predict vehicle speed at the 

start of a trip, since road conditions can affect it [7]. But in this 

research, we can predict the speed of the vehicle before starting 

the ride by collecting the road situation. 

Consumption of fuel is related to the road flow state. This 

state of flow is velocity related. If there is something on the 

road, prevents the speed of the vehicle and consumes more fuel. 

If the speed is at green velocity, then less fuel is consumed. 

More fuel consumption contributes to air pollution. If the track 

is chosen before starting the ride then more fuel consumption 

may be minimized. The fluidity of the road can be determined 

by estimating the speed whether it is congested or not. This also 
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shows the time consumption by predicting speed and less time 

consumption is always preferable. 

 

2. Literature Review 

Many research has been done to predict the speed of the 

vehicle. Several techniques and technologies are employed to 

reduce fuel consumption to make the environment greener. 

Data-Driven Intelligent Transportation Systems (D2ITS) could 

be used to reduce fuel consumption that would clean and green 

the environment [8]. A Big Data-based Deep Learning Speed 

Prediction (BDDL-SP) algorithm is introduced capable of 

predicting vehicle speed in both the highway and urban 

networks [9]. There are different factors relating to vehicle 

speed such as driver behavior, route details, weather conditions, 

and traffic conditions are considered during the development of 

the data-driven model. 

A 5-layer Adaptive Neuro-Fuzzy Inference System 

(ANFIS) is used to extract speed dynamics characteristics 

through supervised learning [10-12]. There are existing 

approaches can be classified into two categories. One is the 

Model-based method and another is the Data-based method 

[13]. The model-based approach is used mainly by vehicle 

dynamic driving force balance equation theory to create a 

prediction model between vehicle speed and different road 

conditions. Data-based methods approach linear regression 

models in [14-15], Kalman filter prediction models, [16-17], 

fuzzy rule prediction models [18-19], and neural network 

prediction models [20-22] has been proposed. Recently 

machine learning techniques, especially Neural Networks (NN) 

have been used to solve non-linear problems by using complex 

and multi-source field data. There has been a growing interest 

in NN's use in traffic research for decades, including driver 

behavior, parameter estimation, pattern analysis, traffic 

information forecasting, and so on [23]. An NN-based model 

was developed for estimating vehicle travel time, and the 

results showed that NN could be superior to conventional 

techniques [24]. However, some work has been done on traffic 

flow prediction. Stacked Auto-Encoders (SAE) was used to 

predict the flow of traffic using the Caltrans Performance 

Measurement System (CPMS) database [25]. Huang et al. used 

a deep belief net (DBN) in combination with Multitask 

Learning for traffic-flow prediction [26]. There are two steps to 

the work of predicting traffic flow-feature learning and model 

learning. In a recent study, a Long Short-Term Memory Neural 

Network (LSTM NN) was proposed for speed prediction with 

long time dependence, and the model can solve the problem of 

back-propagated error decay [27]. 

3. Methodology 

Modern vehicles are designed basically to improve fuel 

consumption. Vehicle transition and congestion in the road are 

increasing day by day. The proposed route selection procedure 

for green fuel efficient uses different technologies. By 

observing the speed for a specific journey, the most fuel-

efficient route can find out. This method shows us all the 

possible speed results for different conditions. If there is office 

time, traffic will be more. Then the speed of the vehicle will be 

less and that time fuel consumption will be more. Depending 

on the time, the traffic will be less or more. At noon, the traffic 

will be less. Even if the weather condition is good, then the 

speed of the car will be less. This will also affect the fuel 

consumption. But it will mostly depend on the driver’s 

behavior. 

In today’s world, it is necessary to consume less amount 

of fuel so that it could be free from air pollution. Also, the 

global economy can be controlled. To solve fuel and time 

consumption, a machine learning model is established in this 

research. 

By predicting the speed, how much fuel is needed to reach 

one destination to another can be known. A relationship 

between vehicle speed and fuel consumption has been given 

below. 

 

 
Fig. 1 - Relation between fuel consumption and speed [28]. 

 

From Fig. 1 it has shown that the vehicle runs above the 

green speed or below the green speed, then it will consume 

more fuel. The curve c is showing that if the aerodynamic drag 

is reduced at high speed, then it will consume less fuel [28]. 

Now to accomplish our research, the proposed algorithm 

is followed by data collection, data preparation, choose a 

model, train the model, evaluate the model, parameter tuning, 

make predictions. 

 

3.1 Data Collection and Preparation 

Machine learning requires a lot more data to train a model. 

The more data is collected, the result will more accurate. So the 

most important thing in machine learning is to gather data. 

Also, it depends on the quality and the quantity of data that 

describes how accurate our model is. The outcome of this step 

is the representation of the data which will use for training. 

Anyone can collect data manually and also some websites like 

Kaggle, UCI, etc. provide datasheets. The sample dataset of this 

research is given below. 

Table 1 shows the data for bend or curvature conditions. 

In the first column, the vehicle is categorized in the car, truck, 

motorbike, etc. Next, for the curvature road how much the 

angle has to been shown in that column. Bend is divided into 

two categories. One is for the left bend and another is for the 

right bend. Distance value and road condition value is 0 here. 

Because this is used for another road status. Based on bend 

condition speed value is set here. If the angle is less like 10 

degrees then the speed will be more which is 60 Km/h. And if 

the angle is much like 165 degrees, then the speed will be less 

which is 11 Km/h. 
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Table 1 - Dataset of vehicle speed for bend condition. 

 

Table 2 - Dataset of vehicle speed for highway road 

condition. 

 

Table 3 - Dataset of vehicle speed for urban road 

condition. 

 
 

Table 2 shows the speed based on highway road 

conditions. On the highway, the highest speed is 100 Km/h. 

Road condition means that there can be holes or gravels on the 

road. Based on this, the road condition is categorized in 

different conditional values from 0 to 100. Where, 0 road 

conditions mean no holes, no speed breaker, and no congestion. 

On the other hand, read condition 100 means worse road 

condition. In Table 2 shows that, if the road condition is not 

good enough, then the value is defined as 50-75, and if the road 

condition is in good condition, then the value is defined as 0-

20. Also if the road condition is medium, the value is defined 

20-50 and the higher road condition, the lower vehicle speed 

and lower road condition mean higher vehicle speed. 

Table 3 shows the speed of urban areas. In the urban areas, 

the maximum speed is about 50 Km/h. Just like the highway 

road, the condition of the road is categorized. If the condition 

of the road is not good enough, the value is specified as 50-75 

and if the road conditions are in good condition, then the value 

is set as 0-20%. Also if the condition of the road is moderate, 

the value is 20-50%. if the read is worse, then the vehicle speed 

will be lower. In the case of better road conditions, then the 

vehicle speed will be higher. The vehicle speed will be 

moderate for moderate road condition. 

Table 4 - Dataset of vehicle speed for the icy condition. 

 

Table 5 - Dataset of vehicle speed for object condition. 

 
 

Table 4 shows the speed based on the icy condition. In 

normal icy conditions, the maximum speed is about 73 Km/h. 

And in black icy conditions, the maximum speed is about 15 

Km/h. Based on ice in the road; the value of road conditions is 

defined just like highway road conditions. If the road condition 

is not sufficiently good means too much ice on the road, then 

the value of the is defined as 70-100, etc. If the road conditions 

are in good enough, then the value is set within10-30. Even if 

the condition of the road is medium, the value is between 30-
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70. Vehicle speed is lower for more slippery weather like 70-

100 and higher for less slippery weather like 10-30. 

If the object comes in front of the vehicle then what would 

be the speed. That is shown in Table 5 and Table 6. If the 

distance of the object is less, the speed will be small. On the 

other hand, if the distance of the object from the vehicle is large, 

the speed will be higher value. 

Table 6 - Dataset of vehicle speed for speed breaker 

condition. 

 

Table 7 - Dataset of vehicle speed for local traffic 

condition. 

 
 

On the local road, there have some speed-breaker. The 

number of speed-breaker can be one or more. Based on the 

distance of the speed breaker, the speed of the vehicle is 

defined. Just like the object condition speed is set. 

There are also two types of traffic conditions. One is the 

Shared traffic area and another is the local traffic area. In the 

local traffic area, there will be vehicles like cars, trucks, etc. as 

like highways. For the local traffic area, the maximum speed is 

10 Km/h. Just like the local traffic area, the dataset has been 

shown in Table 6 for the shared traffic area. In the shared traffic 

area, all types of vehicles will be available like a cycle, 

motorbike, car, etc. The maximum speed in the shared traffic 

area is 15 Km/h. There are three types of conditions in traffic, 

for example, green, yellow and red. In green, the vehicle can 

move. In yellow, it will start to move and in red, the vehicle 

won’t be moved. Then the speed will be 0 Km/h which is 

represented in Table 7. 

Table 8 - Dataset of vehicle speed for shared traffic 

condition. 

 
 

All of the data is collected from different sources. Data are 

collected manually or there are some websites like Kaggle, UCI 

datasheet. Here the maximum speed of the vehicle is collected 

based on the speed limit of Australia for different road 

condition. 

 

 
Fig. 2 - Maximum speed chart based on speed limits 

in Australia. 

 

After collecting the data, we need to prepare data for 

training. Therefore while collecting data, some data can be 

missing or it can be duplicated. There may be also some errors 

in the datasheet. So these problems must need to solve before 

training. This raw data is not so helpful to train a model. The 

clean data have been required to remove duplicates, correct 

errors, dealing with missing values, normalization, data type 

conversions. The whole dataset was checked and the duplicate 

and missing values were removed and correct errors. Visualize 

data help to detect relevant relationships between variables or 

class imbalance. At last split dataset into training sets and test 

sets. The training set is used to train only and the test set is used 

for finding out accuracy and performance. 

 

3.2 Choosing Algorithm 

Now it’s time to choose the right model. Many models can 

be used for different purposes. Selecting a model must-see does 

it full-fil the business goal. The model should be accurate, 

scalable, low time consuming and simple. If taking a complex 
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model, it doesn’t mean that it is a better model. Machine 

learning is one of the widely used data handling approaches. 

There are two parts to the machine learning algorithm. One is 

supervised learning and another is unsupervised learning. Apart 

from these, there is another algorithm which is called 

Reinforcement Learning. Commonly used some machine 

learning algorithms are Linear Regression, Logistic 

Regression, Decision Tree, K-means, Principal Component 

Analysis (PCA), Support Vector Machines (SVM), Naïve 

Bayes, Random Forest, and Neural Networks. To choose the 

right algorithm, find out the relation between input and output 

data. The plot of speed vs. bend, speed vs. distance and speed 

vs. road condition is given here. Classification of the machine 

learning algorithm is presented in Fig 4, 5, and 6. 

 

Fig. 3 - Machine learning algorithm classification. 

 

In Fig. 4, we have seen that all the graphs are linear. In the 

speed vs. bend graph, one linear line is plotted based on one 

road condition. In the speed vs distance figure, four linear lines 

are plotted based on four different road conditions. And in 

speed vs. road condition, there is three plotted line. So, the 

linear regression algorithm has been chosen after observing the 

plot. This algorithm fits our model. 

 

 
Fig. 4 - Graphical representation of speed vs bend. 

 

Fig. 5 - Graphical representation of speed vs object 

distance. 

 
Fig. 6 - Graphical representation of speed vs road 

condition. 

 

3.3 Equation of Linear Regression Algorithm 

Avoid Linear regression is a linear model that assumes a 

linear relationship between the input variables and the single 

output variable. Let’s 

𝑥 = Input variable and 

𝑦 = Output variable 

More specifically, 𝑦 can be measured from a linear 

combination of input variable 𝑥. When there are multiple input 

variables instead of a single input variable, then it can be 

referred to as multiple linear regression. 

For any dataset, 

{𝑦𝑖 , 𝑥𝑖1, … , 𝑥𝑖𝑝}
𝑛
𝑖 = 1 of n statistical units 

A linear regression model assumes the relationship 

between the input and the output variables. This relationship is 

modelled through a disturbance term or error variable  𝜀. 
Thus the model takes the form, 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 +⋯+ 𝛽𝑝𝑥𝑖𝑝 + 𝜀𝑖 = 𝑋𝑖
𝑇 + 𝜀𝑖             (1) 

𝑖 = 1,… , 𝑛, 

 

Where T denotes the transpose, so the 𝑋𝑖
𝑇 is the inner 

product between 𝑋𝑖 and 𝛽. 

Often these 𝑛 equations are stacked together and written 

in matrix notation as, 

𝑦 = 𝑋𝛽 + 𝜀                                                                    (2) 
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Where, 

𝑦 = (

𝑦1
𝑦2
⋮
𝑦𝑛

), 

𝑋 =

(

 

𝑋1
𝑇

𝑋2
𝑇

⋮
𝑋𝑛
𝑇)

 =  

(

 
 

1 𝑥11 … 𝑥1𝑝
1 𝑥21 … 𝑥2𝑝
⋮ ⋮ ⋱ ⋮
1 𝑥𝑛1 … 𝑥𝑛𝑝)

 
 

, 

𝛽 =

(

 
 

𝛽0
𝛽1
𝛽2
⋮
𝛽𝑝)

 
 

, 𝜀 = (

𝜀1
𝜀2
⋮
𝜀𝑛

). 

 

Graphical representation of Linear Regression is given 

below 

 

 
Fig. 7 - The plot of the linear regression model. 

 

Fig-7 shows the relation between x and y-axis. With the 

increasing of x, y will also increase. The straight line indicates 

the maximum points on the best match line. 

 

3.4 Training and Evaluating the Model 

Now training a model is the most important thing of 

machine learning. After cleaning out the dataset, the linear 

regression model is used to train up the model. As a 

programming language Python is used here. First, the dataset 

was exported to the Jupiter notebook. Then has created a 

dummy variable of the vehicle and condition column, because 

machine learning algorithm only works with numerical values. 

Table  9 - Creation of proposed dummy variables. 

 

 

Then split the dataset into the input and the output column. 

After that linear regression function is called to train up the 

dataset. To predict the result and accuracy, the dataset is split 

into two-sector. One section is called a training dataset and 

another is called the testing dataset. In supervised machine 

learning, the model is built with labeled sample data and in 

unsupervised machine learning tries to draw inference from 

non-labeled data. 

The model is being prepared and now the time to check it 

out. It will be used to test its performance from unused data, 

which is called test data. This will represent how the model 

works in the real world. A good rule for splitting out the dataset 

is 80/20 or 70/30. Most of this depends on the size of the source. 

For a lot of data, don’t need to take a big fraction for evaluating 

the dataset. Here is given the entire process in graphical 

representation. 

 
Fig. 8 - Graphical representation of evaluating the 

model. 

 

3.5 Tuning Parameter 

After evaluating the model, this section refers to the tuning 

of parameters to improve the model. If there are any chances of 

improving the model, just need to see. There were a few 

parameters implicitly assumed while training and now test 

those assumptions and try other values. Increasing the number 

of training cycles can lead to more accurate results. 

 

  
Fig. 9. Graphical representation of tuning parameter. 

The model has shown the performance and accuracy 

results. The predicted result has found 23.72844208 for the 

label data 23. For all testing data, the accuracy of the proposed 

algorithm is found around 95%. 

The steps of machine learning are showing graphically 

below. 
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Fig. 10- Graphical representation of machine learning 

steps. 

 

4. Result and Discussion 

The fitted model gives accuracy and performance results 

based on our dataset. The model has given the predicted speed 

of the vehicle and successfully it has shown the approximate 

result of the vehicle which is the nearest speed value of the test 

dataset. To predict a result a number of array is given to test 

which is as [0,0,51,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0]. This is the 

sample input data matrix of the proposed algorithm. 

 

Table 10 - The output of predicted and actual result. 

Input Predicted 

Result 

Actual 

Result 

[0,0,51,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0] 23.72844208 23 

[7,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0] 19.61171628 15 

[0,40,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1] 48.36267629 48 

[0,0,40,0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0] 49.4656284 49 

[0,0,73,0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0] 22.08126224 23 

[0,0,39,0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,0,0] 33.67277412 33 

[0,90,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,1] 32.00253213 28 

[0,140,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0] 13.78513371 14 

[0,70,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,0,0] 37.13369396 36 

[0,0,49,0,0,0,1,0,0,0,1,0,0,0,0,0,0,0,0,0] 49.26921818 45 

 

The accuracy of the proposed algorithm is 95%. Therefore 

the performance is fully dependent on large amounts of 

datasets. The more data is given to the model, the more it will 

learn. The performance will be much better than before. 

In the above, fuel consumption based on different road 

conditions has been shown. In the free-flow condition, route 2 

is fuel-efficient. In a moderate congestion condition, the road is 

tolerable and traffic density is at random nature. This time is 

more fuel-efficient. But in congested road conditions, the road 

is very busy, especially in-office hours. At that time more fuel 

is consumed [28]. 

From above, fuel consumption is related to the flow 

condition of the road. This flow condition is related to speed. If 

the speed is less, then there is something in the road that is 

preventing the vehicle speed and consume more fuel. If the 

speed is in the green speed, then less amount of fuel has been 

consumed. More fuel consumption makes more air pollution. 

So before starting the trip, if the track is selected appropriately 

then it can reduce more fuel consumption. By predicting the 

speed, the fluency of the road can be known whether it is 

congested or not. 

Table 11 - Free flow condition fuel consumption [28]. 

Performance 

Measure 
Route 1 Route 2 Route 3 Remarks 

Distance (Km) 12.1 10.8 11.2  

Running time 

(Minutes) 
12 m 11 m 12 m  

Stop time 

(Minutes) 
2 m 2 m 2 m  

Total time 
(Minutes) 

14 m 13 m 14 m Assumption-1 

Total distance 

w.r.t time 
14 km 13 Km 14 Km  

Fuel used (Liter) 1.82 1.69 1.456  

Fuel Consumption 

(Lt/Km) 
0.13 0.13 0.13  

 

 

Table 12 - Performance on moderate congested road 

condition [28]. 

Performance 
Measure 

Route 1 Route 2 Route 3 Remarks 

Distance (Km) 12.1 10.8 11.2  

Running time 

(Minutes) 

17 m 18 m 18 m  

Stop time 
(Minutes) 

4 m 4.5 m 4 m  

Total time 

(Minutes) 

21 m 22.5 m 22 m Assumption-2 

Total distance 

w.r.t time 

21 km 22.5 Km 22 Km  

Fuel used (Liter) 2.73 2.925 2.86  

Fuel 

Consumption 
(Lt/Km) 

0.13 0.13 0.13  

Table 13 - Performance on heavily congested road 

condition [28]. 

Performance 

Measure 

Route 

1 

Route 

2 

Route 

3 

Remarks 

Distance (Km) 12.1 10.8 11.2  

Running time 

(Minutes) 

20 m 21 m 18 m  

Stop time 

(Minutes) 

8 m 9 m 8 m  

Total time 
(Minutes) 

28 m 30 m 26 m Assumption-2 

Total distance 

w.r.t time 

28 km 30 Km 26 Km  

Fuel used 

(Liter) 

3.64 3.9 3.38  

Fuel 
Consumption 

(Lt/Km) 

0.13 0.13 0.13  

 

From above, the fuel consumption is related to the flow 

condition of the road. This flow condition is related to speed. 

In paper [20], the development of D2ITS was discussed 

and several important components of D2ITS were introduced, 

including vision, multi-source, and learning-driven Intelligent 

Transportation System (ITS). They used two prediction models 

based on neural networks. One is Time-Based Neural Networks 

and another is Distance-Based Neural Network. They only 

predict the speed of the vehicle for specific urban driving. 

A short-term velocity predictor for vehicles is developed 

in this paper [29]. They used the fuzzy Markov model and the 

Auto-regressive model. This experiment was tested in urban 

areas for short term traffic speed prediction. 

This paper proposed for short-term traffic speed 

information prediction [30]. In this paper, the Deep Belief 

1
•Data Collection

2
•Data Preparation

3
•Choosing a Model

4
•Train the Model

5
•Evaluate the Model

6
•Parameter Tuning

7
•Prediction
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Network (DBN) model is used. DBN's output indicates it is 

successful in the prediction field of traffic information. 

The aim of this paper [7] is to investigate the application 

of Deep Learning techniques to this problem to determine the 

driver-specific vehicle speed profile for an individual driver's 

repeated drive cycle at the beginning of a drive cycle, which 

can be used in an optimization algorithm to minimize the 

amount of fossil fuel energy used during the journey [7]. The 

deep learning algorithm is used here to predict the speed. This 

Neural Network, which uses real-time route data at the 

beginning of the ride, improves accuracy over the direct use of 

the real-time data but does not improve accuracy if the speed 

limit is used directly. 

In paper [9] proposed speed prediction algorithm using the 

actual driving data collected by one test drive. Experiment 

result indicates that the algorithm is capable of predicting the 

speed in highway and urban traffic networks [9]. BDDL-SP 

algorithm is used here. Only predicted the result in driver 

behavior, route type, traffic and weather condition. 

In comparison, our paper proposed a vehicle speed 

prediction model predicts vehicle speed for all the conditions. 

Machine learning is used here and the model is trained using a 

linear regression algorithm which is simple in computation and 

efficient. However, for more accurate performance, more real-

time data is needed to train up the model. 

 

5. Conclusion 

In this paper, we have proposed a machine learning model, 

which is used to find out the speed of the vehicle in various 

factors such as route type, traffic condition, road condition, 

weather condition and also in road curvature. Large data has 

been collected from different sources. This data is used to train 

up the model by applying it into the linear regression model. 

All the experiment was done by using the python programming 

language. The predicted value and the actual value were found 

almost the same after training up the model. From this model, 

the accuracy has found 95%. In the future, we will try to find 

out more accurate results with more accurate speed prediction 

by collecting more relevant data using a reinforcement learning 

algorithm. 
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